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6.5.2
Requirements

Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between UEs attached to the same network, modifying the path as needed when the UE moves during an active communication.

The 5G network shall enable a Service Hosting Environment provided by operator.

Based on operator policy, the 5G network shall be able to support routing of data traffic between a UE attached to the network and an application in a Service Hosting Environment for specific services, modifying the path as needed when the UE moves during an active communication.

Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path, modifying the path as needed when the UE moves or application changes location, between a UE in an active communication and: 

-
an application in a Service Hosting Environment; or 

-
an application server located outside the operator’s network. 

The 5G network shall maintain user experience (e.g., QoS, QoE) when a UE in an active communication moves from a location served by a Service Hosting Environment to:

-
another location served by a different Service Hosting Environment; or

-
another location served by an application server located outside the operator’s network, and vice versa.

The 5G network shall maintain user experience (e.g., QoS, QoE) when an application for a UE moves as follows:

-
within a Service Hosting Environment; or 

-
from a Service Hosting Environment to another Service Hosting Environment; or 

-
from a Service Hosting Environment to an application server located place outside the operator’s network, and vice versa.

The 5G network shall be able to interact with applications in a Service Hosting Environment for efficient network resource utilization and offloading data traffic to the Service Hosting Environment close to the UE's point of attachment to the access network.

The 5G network shall support configurations of the Service Hosting Environment in the network (e.g., access network, core network), that provide application access close to the UE's point of attachment to the access network.

The 5G system shall support mechanisms to enable a UE to access the closest Service Hosting Environment for a specific hosted application or service.

The 5G network shall enable instantiation of applications for a UE in a Service Hosting Environment close to the UE's point of attachment to the access network.

The 5G system shall be able to suspend or stop application instances in a Service Hosting Environment.

NOTE:
Not all applications will always be available in all Service Hosting Environments. Therefore, it may be needed to instantiate an application at a Service Hosting Environment nearby for serving a particular UE.
Based on operator policy, the 5G system shall provide a mechanism such that one type of traffic (from a specific application or service) to/from a UE can be offloaded close to the UE's point of attachment to the access network, while not impacting other traffic type to/from that same UE.

For a 5G system with satellite access, the following requirements apply:

· A 5G system with satellite access shall be able to select the communication link providing the UE with the connectivity that most closely fulfils the agreed QoS

· A 5G system with satellite access shall be capable of supporting simultaneous use of 5G satellite access network and 5G terrestrial access networks.

· A 5G system with satellite access shall be able to support both UEs supporting only satellite access and UEs supporting simultaneous connectivity to 5G satellite access network and 5G terrestrial access network.

******************* End of 2ndchange *****************
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6.26
5G LAN-type service

6.26.1
Description
5G expands the scope and reach of 3GPP-defined technologies. There are multiple market segments in the realm of residential, office, enterprise and factory, where 5G will need to provide services with similar functionalities to Local Area Networks (LANs) and VPN’s but improved with 5G capabilities (e.g., high performance, long distance access, mobility and security).

6.26.2
Requirements

6.26.2.1
General
The 5G system shall support 5G LAN-type service in a shared RAN configuration. 

The 5G system shall support 5G LAN-type service over a wide area mobile network.

The 5G network shall support service continuity for 5G LAN-type service, i.e., the private communication between UEs shall not be interrupted when one or more UEs of the private communication move within the same network that provides the 5G LAN-type service.

The 5G system shall support use of unlicensed as well as licensed spectrum for 5G LAN-type services.

The 5G system shall enable the network operator to provide the same 5G LAN-type service to any 5G UE, regardless of whether it is connected via public base stations, indoor small base stations connected via fixed access, or via relay UEs connected to either of these two types of base stations.

6.26.2.2
5G LAN-virtual network (5G LAN-VN)

A UE shall be able to select a 5G LAN-VN, that the UE is a member of, for private communications. 

A 5G system shall support 5G LAN-VNs with member UEs numbering between a few to tens of thousands.

The 5G LAN-VN shall support member UEs that are subscribed to different PLMNs, e.g. a 5G LAN-VN may span multiple countries and have member UEs that have a subscription to a PLMN in their home country.
The 5G system shall support on-demand establishment of UE to UE, multicast, and broadcast private communication between members UEs of the same 5G LAN-VN. Multiple types of data communication shall be supported, at least IP and Ethernet.

The 5G network shall ensure that only member UEs of the same 5G LAN-VN are able to establish or maintain private communications among each other using 5G LAN-type service.
The 5G system shall allow member UEs of a 5G LAN-VN to join an authorized multicast session over that 5G LAN-VN. 

The 5G system shall be able to restrict private communications within a 5G LAN-VN based on UE’s location (i.e. when the UE moves out of the area it can no longer communicate on the 5G LAN-VN).

The 5G network shall enable member UEs of a 5G LAN-VN to use multicast/broadcast over a 5G LAN-type service to communicate with required latency (e.g. 180ms).

The 5G system shall support a mechanism to provide consistent QoE to all the member UEs of the same 5G LAN-VN.

The 5G system shall support routing based on a private addressing scheme within the 5G LAN-VN.

6.26.2.3
Creation and management

The 5G network shall enable the network operator to scale up/down a 5G LAN-VN, e.g., the coverage, capacity for efficient consumption of network resources.

The 5G network shall enable the network operator to create, manage, and remove 5G LAN-VN including their related functionality (subscription data, routing and addressing functionality). 

The 5G network shall enable the network operator to add one or more authorized UEs to an existing 5G LAN-VN.
NOTE 1:
 A UE needs to be authorized by the MNO to use 5G LAN-type service before it can be added to any 5G LAN-VN.

NOTE 2: 
Some use cases will require user permission for a UE to be added to a 5G LAN-VN.

The 5G system shall enable the network operator to add an authorized UE to multiple independent 5G LAN-VNs.

The 5G network shall enable the network operator to remove one or more UEs from an existing 5G LAN-VN.

NOTE 3:
Removing a UE from a 5G LAN-VN does not have impact on other 5G LAN-VNs that the UE is a member of.

The 5G system shall enable the network operator to configure a 5G LAN-VN that is available only within a geographical area.

6.26.2.4
Privacy

The 5G system shall be able to prevent the sharing of a UE’s identifying information (e.g. SUPI, MSISDN) on private communication among UEs using 5G LAN-type service.

6.26.2.5
Traffic types

A 5G system shall support all media types (e.g., voice, data, multimedia) for 5G LAN-type service.

The 5G system shall support traffic scenarios typically found in a home setting (from sensors to video streaming, relatively low amount of UEs per group, many devices are used only occasionally) for 5G LAN-type service.

The 5G system shall support traffic scenarios typically found in an office setting (from sensors to very high data rates e.g. for conferencing, medium amount of UEs per group) for 5G LAN-type service.

The 5G system shall support traffic scenarios typically found in an industrial setting (from sensors to remote control, large amount of UEs per group) for 5G LAN-type service.

6.26.2.6
Discovery

The 5G system shall enable a member UE to discover other member UEs within the same 5G LAN-VN.
The 5G LAN-type service shall be able to support existing non-3GPP service discovery mechanisms (e.g., mechanisms to discover printers).

6.26.2.7
Void
6.26.2.8
Indirect communication mode

The 5G system shall support 5G LAN-type service for authorized UEs using indirect network connection or direct network connection.
The 5G network shall be able to provide a remote UE using 5G LAN-type service with same level of service as if the remote UE would be using a direct network connection (i.e., provide required QoS for the Ethernet packets transferred between remote UE and relay UE if they using 3GPP access).

The 5G network shall be able to support service continuity for the private communication between a remote UE with other member UEs of the same 5G LAN-VN, when the remote UE changes from one relay UE to another or when the UE changes between direct and indirect network connection.
6.26.2.9
Service exposure

Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to create/remove a 5G LAN-VN.

Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to manage a 5G LAN-VN dedicated for the usage by the trusted 3rd party, including the address allocation.

Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to add/remove an authorized UE to/from a specific 5G LAN-VN managed by the trusted 3rd party.
****************** End of 3rd change ******************
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D.1 
Discrete automation – motion control

Industrial factory automation requires communications for closed-loop control applications. Examples for such applications are motion control of robots, machine tools, as well as packaging and printing machines. All other discrete-automation applications are addressed in Annex D.2.

The corresponding industrial communication solutions are referred to as fieldbuses. The pertinent standard suite is IEC 61158. Note that clock synchronization is an integral part of fieldbuses used for motion control.

In motion control applications, a controller interacts with a large number of sensors and actuators (e.g., up to 100), which are integrated in a manufacturing unit. The resulting sensor/actuator density is often very high (up to 1 m-3). Many such manufacturing units may have to be supported within close proximity within a factory (e.g., up to 100 in automobile assembly line production).

In a closed-loop control application, the controller periodically submits instructions to a set of sensor/actuator devices, which return a response within a cycle time. The messages, referred to as telegrams, are typically small (≤ 56 bytes). The cycle time can be as low as 2 ms, setting stringent end-to-end latency constraints on telegram forwarding (1 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (1 s), and the communication service has also to be highly available (99,9999%). 

Multi-robot cooperation is a case in closed-loop control where a group of robots collaborate to conduct an action, for example, symmetrical welding of a car body to minimize deformation. This requires isochronous operation between all robots. For multi-robot cooperation, the jitter (1µs) is among the command messages of a control event to the group robots.

To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:

-
Limitation to short-range communications.

-
Use of direct device connection between the controller and actuators.

-
Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g., to enhance reliability.

-
Reservation of dedicated air-interface resources for each link.

-
Combination of multiple diversity techniques to approach the high reliability target within stringent end-to-end latency constraints such as frequency, antenna, and various forms of spatial diversity, e.g., via relaying

-
Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.

A typical industrial closed-loop motion control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by a synchronous uplink transaction, both of which are executed within a cycle time. Control events within a manufacturing unit may have to occur isochronously. Factory automation considers application-layer transaction cycles between controller devices and sensor/actuator devices. Each transaction cycle consists of (1) a command sent by the controller to the sensor/actuator (downlink), (2) application-layer processing on the sensor/actuator device, and (3) a subsequent response by the sensor/actuator to the controller (uplink). Cycle time includes the entire transaction from the transmission of a command by the controller to the reception of a response by the controller. It includes all lower layer processes and latencies on the air interface as well the application-layer processing time on the sensor/actuator.
[image: image1.emf]
Figure D.1-1: Communication path for isochronous control cycles within factory units. Step 1 (red): controller requests sensor data (or an actuator to conduct actuation) from the sensor/actuator (S/A). Step 2 (blue): sensor sends measurement information (or acknowledges actuation) to controller.

Figure D.1-1 depicts how communication may occur in factory automation. In this use case, communication is confined to local controller-to-sensor/actuator interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.

D.1.1

Service area and connection density

The maximum service volume in motion control is currently set by hoisting solutions, i.e. cranes, and by the manipulation of large machine components, e.g. propeller blades of wind-energy generators. Cranes can be rather wide and quite high above the shop floor, even within a factory hall. In addition, they typically travel along an entire factory hall.

An approximate dimension of the service area is 100 x 100 x 30 m.

Note that production cells are commonly much smaller (< 10 x 10 x 3 m). There are typically about 10 motion-control connections in a production cell, which results in a connection density of up to 105 km-2.

D.1.2

Security

Network access and authorization in an industrial factory deployment is typically provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

Note that motion control telegrams usually are not encrypted due to stringent cycle time requirements.

A comprehensive security framework for factories has been described in IEC 62443. 

D.2
Discrete automation

Discrete automation encompasses all types of production that result in discrete products: cars, chocolate bars, etc. Automation that addresses the control of flows and chemical reactions is referred to as process automation (see clause D.3). Discrete automation requires communications for supervisory and open-loop control applications, as well as process monitoring and tracking operations inside an industrial plant. In these applications, a large number of sensors distributed over the plant forward measurement data to process controllers on a periodic or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of a plant (up to10 km2), the large number of sensors, rotary joints, and the high deployment complexity of wired infrastructure, wireless solutions have made inroads into industrial process automation. 

This use case requires support of a large number of sensor devices per plant as well as high communication service availability (99,99%). Furthermore, power consumption is relevant since some sensor devices are battery-powered with a targeted battery lifetime of several years while providing measurement updates every few seconds. Range also becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. End-to-end latency requirements typically range between 10 ms and 1 s. User experienced data rates can be rather low since each transaction typically comprises less than 256 bytes. However, there has been a shift from field busses featuring somewhat modest data rates (~ 2 Mbps) to those with higher data rates (~ 10 Mbps) due to the increasing number of distributed applications and also "data-hungry" applications. An example for the latter is the visual control of production processes. For this application, the user experienced data rate is typically around 10 Mbps and the transmitted packets are much larger.

The existing wireless technologies rely on unlicensed bands. Communication is therefore vulnerable to interference caused by other technologies (e.g., WLAN). With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and end-to-end latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Clock synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.

The corresponding industrial communication solutions are referred to as fieldbuses. The related standard suite is IEC 61158.

A typical discrete automation application supports downstream and upstream data flows between process controllers and sensors/actuators. The communication consists of individual transactions. The process controller resides in the plant network. This network interconnects via base stations to the wireless (mesh-) network which hosts the sensor/actuator devices. Typically, each transaction uses less than 256 bytes. An example of a controller-initiated transaction service flow is:

1.
The process controller requests sensor data (or an actuator to conduct actuation). The request is forwarded via the plant network and the wireless network to the sensors/actuators.

2.
The sensors/actuators process the request and send a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.

An example of a sensor/actuator device initiated transaction service flow:

1.
The sensor sends a measurement reading to the process controller. The request is forwarded via the wireless (mesh) network and the plant network.

2.
The process controller may send an acknowledgement in opposite direction.

For both controller- and sensor/actuator-initiated service flows, upstream and downstream transactions may occur asynchronously.

Figure D.2-1 depicts how communication may occur in discrete automation. In this use case, communication runs between process controller and sensor/actuator device via the plant network and the wireless (mesh) network. The wireless (mesh) network may also support access for handheld devices for supervisory control or process monitoring purposes.
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Figure D.2-1: Communication path for service flows between process controllers and sensor/actuator devices. Left-hand side: Step 1 (red) – the sensor/actuator (S/A) sends measurement report autonomously, Step 2 (blue) controller acknowledges. Right-hand side: Step 1 (red) - controller requests sensor data (or an actuator to conduct actuation), Step 2 (blue): S/A sends measurement information (or acknowledges actuation) to controller.
D.2.1

Service area and connection density

Factory halls can be rather large and even quite high. We set the upper limit at 1000 x 1000 x 30 m. Note that the connection density might vary quite a bit throughout factory halls. It is, for instance much higher along an assembly line than in an overflow buffer. Also, the density usually increases towards the factory floor. Typically, there is at least one connection per 10 m2, which results in a connection density of up to 105 km-2.

D.2.2

Security

Network access and authorization in an industrial factory deployment is typically provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

A comprehensive security framework for factories has been described in IEC 62443. 

D.3
Process automation

Process automation has much in common with discrete automation (see Annex D.2). Instead of discrete products (cars, chocolate bars, etc.), process automation addresses the production of bulk products such as petrol and reactive gases. In contrast to discrete automation, motion control is of limited or no importance. Typical end-to-end latencies are 50 ms. User experienced data rates, communication service availability, and connection density vary noticeably between applications. Below we describe one emerging use case (remote control via mobile computational units, see Annex D.3.1) and a contemporary use case (monitoring, see Annex D.3.2).

Note that discrete automation fieldbuses (see Annex D.2) are also used in process automation.

D.3.1
Remote control

Some of the interactions within a plant are conducted by automated control applications similar to those described in Annex D.2. Here too, sensor output is requested in a cyclic fashion, and actuator commands are sent via the communication network between a controller and the actuator. Furthermore, there is an emerging need for the control of the plant from personnel on location. Typically, monitoring and managing of distributed control systems takes place in a dedicated control room. 

Staff deployment to the plant itself occurs, for instance, during construction and commissioning of a plant and in the start-up phase of the processes. In this scenario, the locally deployed staff taps into the same real-time data as provided to the control room. These remote applications require high data rates (~ 100 Mps) since the staff on location needs to view inaccessible locations with high definition (e.g. emergency valves) and since their colleagues in the control room benefit from high-definition footage from body cameras (HD or even 4K). 

For both kinds of applications, a very high communication service availability is needed (99,9999%). Typically, only a few control loops are fully automated and only handful of control personnel is deployed on location, so that the connection density is rather modest (~ 1000 km-2).

****************** End of 4th change ******************

